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We thank editors and reviewers for their work; the feedback has been very useful. Pointwise replies to the review
comments can be seen below. We hope the present version will satisfy the high standards of the journal of nonlinear
processes in geophysics.

A latex-diff pdf file is attached, tracking the changes made. These are largely of a minor character. The most
significant changes (prompted by reviews) are (i) the addition of some experiments (ii) moving the “layout” section
into section 1.0, and (iii) improved clarity around Theorem 1. Additionally, (iv) details have been added around
Algorithm 1, and and (v) we have changed the recommended form of the inverse transform matrix (and done cosmetic
improvements to the accompanying appendix).

RC1 (Pavel Sakov)

This is a useful study that nicely sums up the existing literature on the stochastic EnKS
(mainly known as EnRML), offers a simplified and more efficient algorithm, and com-
pares performance of the method with that of a few other popular iterative schemes in
two Lorenz-96 based experiments.

Apart from a few suggestions and questions below, the manuscript overall seems to be
in a good shape to recommend it to publish with a minor revision.

We thank the reviewer for his generous review.

1. P1,L.15: IES

The Ensemble Smoother (ES) van Leeuwen and Evensen (1996) is a non-
sequential method. It involves no ensemble update during the whole run of the
system. While ES produces an optimal analysis for linear systems only, it also
seems to be a popular approach for nonlinear systems with stable dynamics, e.g.
in reservoir modelling.

In contrast, the EnRML is a sequential method specifically designed for nonlinear
dynamics. | am therefore a bit lost when the authors say that EnRML is “also
known as the iterative ensemble smoother (IES)”, particularly considering that
the paper in general is fairly thorough in reviewing the literature, and that Geir
Evensen is one of the authors.

If the above is correct, then using the term “ES-MDA” in regard to a sequential
method also seems somewhat controversial.

The reviewer is probably thinking of Gu and Oliver [2007], which formulated EnRML sequentially. However,
EnRML is usually employed for reservoir problems, where it is employed non-sequentially (or in “batch” mode).
In this case, it is also sometimes known as the IES (especially among users of the ERT software).

As mentioned in section 1.2, it is easy to formulate all “flavours” in sequential and batch formulations.
This also includes ES-MDA. To try to resolve some confusion, we have moved the (single mention of the) IES
acronym to section 1.2.

2. P1., L.18 and further: Gu et al.
Should be “Gu and Oliver”.



Done, thanks.

- P.5, L.49: C, may be identified as the prior covariance of observation
Should be “as the prior covariance of innovation”.

We assume the “innovation” the reviewer is referring to is d := y — Mp,. Writing this as d = (y — Mx) +
(Mz — Mp,), one may show that Cov(d) = MC,M' + Cs, as the reviewer says. However, it is also clearly
the prior covariance of y :== Mx 4+ §. We have now included both naming options in the paper.

. P5, L.61: Sakov et al. (2017)
Should be “Sakov et al. (2018)".

Done, thanks.

. P7, L.26: Using the C; in its stead is flawed and damaging because it is
zero in the directions orthogonal to the ensemble subspace, so that its
use would imply that the prior is assumed infinitely uncertain (i.e. flat) as
opposed to infinitely certain (like a delta function) in those directions.

| used to believe that using C; is not a problem because the cost function is
estimated in the ensemble subspace only.

We're unsure if the reviewer is saying that he is not yet convinced by our arguments, or rather that he now is
convinced.

In the latter case: thanks!

In the former case, consider that using CBTC_:Iw as the prior mismatch term would not penalize components
of x outside of the ensemble subspace. Thus, these components of the posterior (ensemble) would just be set to
those of the likelihood! This is clearly quite contrary to the correct posterior, which should not move from the
prior (outside of the ensemble subspace). For simplicity, the above is based on assumptions that Cs and C,
are proportional. The other cases are illustrated by Figure 1. In addition, we have conducted benchmarking
investigations with Lorenz-96 which confirm that the Kalman-gain form is better.

Note that the question does not even arise if the change of variables to w is done in the beginning of
the derivation, because then the cost function is only formulated for the ensemble subspace. As noted in the
manuscript, however, we chose to follow the “traditional” derivation precisely in order to highlight this and
other issues.

. P8, L.57: Bocquet et al.,2013
Should be “Bocquet and Sakov, 2013".

Done, thanks.

. P14, L.12: where the data assimilation window has been fixed at L = 0.4,
which is near optimal (cf. Bocquet et al., 2013, Figures 3 and 4)

| am missing the point why L = 0.4 is near optimal.
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Figure 1: Illustration of the consequence of using the pseudo-
inverse to update the ensemble. Here, the state
vector is two-dimensional, and the ensemble has
two members. The correct update (red) stays in
the ensemble subspace.
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Consider Bocquet and Sakov [2013], Figure 3. We're investigating filtering performance, so their left pane is
the relevant one. The method corresponding to our set-up is their SDA IEnKS-N S=1. It’s optimal lag can be
seen to lie between 15 and 20, but it’s not much worse at 8. In model time, this correspond to 8 x 0.05 = 0.4,
which is our setting. In their Figure 4, the optimal lag is 4, but the performance is not much worse for 2
(corresponding to our model time of 0.4).

Furthermore, we believe the relative/qualitative performance results are not very sensitive to this setting.
We therefore decided to use only one, selecting a value that was fairly optimal, but slightly shorter (to be on
the safe side, and because it is cheaper.),

8. Section 4.2
It would also be interesting to see results for a more nonlinear case Aty = 0.8.

We have now included the case of Atyns = 0.6, which is a fairly extreme setting for data assimilation. It clearly
demonstrates the need for more iterations when the nonlinearity is stronger. It also shows a wider disparity
between the two types of smoothers: Gauss-Newton and MDA. This has been remarked on in the results text.
We have also included the benchmark scores for the EnKF'.

NBI1: We have changed our definition of “analysis” RMSEs (before, it was defined by the application of
the ultimate W, to the forecast ensemble; now it is defined by the nonlinear propagation of the smoothed
ensemble of iteration i). This has the effect of lowering the reported scores, although the algorithms themselves
are unchanged.

NB2: we swapped the hollow/compact definition of the markers.




RC2

Major.

Minor.

This manuscript reformulates the algorithm of the original ensemble randomized maxi-
mum likelihood (EnRML), a stochastic EnKS, and compares its performance with other
iterative schemes using the Lorenz-96 model. The manuscript is well written. | ba-
sically have no critical comment on the proposed method. However, | would like to
recommend the authors performing some additional Lorenz-96 experiments to discuss
differences between EnRML and iterative EnKS. For example, the following experi-
ments would be interesting:

(1) experiments with imperfect observation error variance

(2) experiments with higher nonlinearily (e.g., larger obs error or infrequent assimila-
tion)
(3) experiments with model imperfection

Those additional experiments, | believe, should improve the manuscript more.

We thank the reviewer for his generous words and comments.

- Concerning items 1 and 3: The distinction between EnRML/IEnKS (following our improvements to
EnRML) is their stochastic/deterministic nature. Since both are derived from the same hidden Markov
model (HMM) framework, without system error, there seems to be little reason to suspect that one would
systematically be better suited to deal with it. We therefore prefer to keep the manuscript short and

focused, and defer to other studies for the issue of system error.

- Concerning item 2: Please see the response to P. Sakov’s point 8, and M. Bocquet’s point 26.

1. Please add dimensions of matrices as Egs. (13) and (14) so that we can follow
equations easier.

2. | recommend the authors to add a schematic figure that simply illustrates the pro-
posed method compared with the original EnRML and iterative EnKS.

3. “stochastic and deterministic ES-MDA” should be explained more.

1. Done, thanks.
2. We were not able to accomplish this to a satisfactory degree.

3. Done, thanks.



RC3 (Marc Bocquet)

This is a very nice paper. Taking inspiration from the deterministic IEnKS, it significantly
clarifies the derivation of the EnRML which | personally always found a bit convoluted.
In spite of all the technical details, it is a relief to see the simple and sleek algorithm in
page 12 of the manuscript. It allows for an immediate comparison with the determinis-
tic IEnKS and it makes sense even without going into the details of the derivation. Part
(and only part) of the simplification is reminiscent of the simplification operated in Boc-
quet and Sakov (2012) onto the IEnKF algorithm of Sakov et al. (2012) (line 21 of the
main algorithm in Appendix A) without fundamentally changing the method. This could
be briefly mentioned. | have not checked the appendices which are very technical and
would require too much time to confidently check.

We thank the reviewer for his generous words. The “reminiscence” point is clarified in item 30.

1. The line numbering is inconsistent (unpractical at best)!

Sorry! I don’t know how it happened (... probably it’s a compilation issue).

PS: Also note that I’'m not able to remove the pagewise option, which is part of copernicus.cls.

2. line 1: The parentheses around stochastic are unnecessary.

I have gone back and forth on this a lot, actually. There is a subtle interplay of the phrasing (i) here, (ii) below,
for the IEnKS, and (iii) in the title.

3. line 12: "reservoir" — "oil reservoir": | believe reservoir is not natural for the usual
NPG reader.

| Done, thanks.

4. line 16: Readers unfamiliar with the EnRML may jump to the beginning of the
derivation: section 2: But then, there would be no introduction at all for theses
readers. They do deserve a few sentences! (the abstract does not count.)

| Done, thanks. Moreover, this resulted in the incorporation of the “layout” section as a paragraph here.

5. lines 27-28: Parentheses are missing around the equations’ number.

| Done, thanks.

6. line 44: Bocquet and Sakov (2012) could be mentioned here, as it showed that
the requirement for inverses in Sakov et al. (2012) was unnecessary.

| Done, thanks.

7. lines 50-52: | guess you are missing the key point which is that chaotic model
require sequential assimilation, whereas oil reservoir models, although nonlinear
(and non trivial), are not chaotic.



| Done, thanks.

8. line 59: "some of the results" — "some of the mathematical results" (otherwise,
the statement would seem odd).

| Done, thanks.

9. line 64: This has also been discussed in Liu et al. (2017) and to some extent
Morzfeld et al. (2018).

| Done, thanks.

10. page 3, line 12: Please define |.

| (Unless I'm missing something) this was/is defined right there (i.e. below eqn 3).

11. page 4, line 19: The section title is too generic and not consistent with the one
chosen for section 2.3. "RML" would be more consistent.

| Done, thanks.

12. page 4, line 30: "first-order" is ambiguous. Strictly speaking, this is second-order
as a Taylor expansion but without second-order derivatives.

| Done, thanks.

13. page 4, line 41: Please define I,;.

| Done, thanks.

14. Page 5, line 49: C, is often called the innovation covariance matrix, or innovation
statistics.

| Please see our response to P. Sakov’s point 3.

15. Page 5, line 50: "than the inversion to compute C" — "than the inversion needed
to compute C, in (7b)."

| Done, thanks.

16. page 5, line 62: "yield" — "yields".

| I like the subjunctive “flourish” in English, but ok.



17. page 5, line 68: "without the costly use of Metropolis-Hastings": More fundamen-
tally this is due to the curse of dimensionality (see e.g., Liu et al. (2017)).

| Done, thanks.

18. page 7, line 6: "Maciejewski and Klein, 1985" — "as proven by ..." or use paren-
theses.

| Done, thanks.

19. page 7, Theorem 1: At the NPG level, this result can be seen and written down on
the back of an envelope, and that is why nobody cares to do so. It is nice though
that you show it rigorously but since the heuristic for this proof is adamant, this
would not really be required in NPG. By that | mean that previous authors are
not really guilty. Also, | believe that the heuristic derivation is not restricted to
Gaussian distributions, is it?

In order to hasten the exchange, we have discussed this item in a private correspondence with the reviewer.
We thus established that the reviewer did not fully appreciate the result. Therefore, to better emphasize its
qualities, the paragraph has been somewhat reorganized.

20. page 8, lines 41-48: This can be better understood thinking in terms of condition-
ing of the associated cost function.

| Done, thanks.

21. page 8, line 58: "the control vector" — "a control vector" right? there may be
several.

| Yes, thanks.

22. page 9, line 90: "Inversely" — "Conversely".

| Done, thanks.

23. page 12, line 63: "pre-multiplying" is ambiguous. Say for instance on the right or
on the left.

| Done, thanks (also did “post-multiplying”)

24. page 13, line 85: There is also a quasi-static variant of the deterministic IEnKS
that would be worth considering (Fillion et al., 2018). However the data assimila-
tion window length your chose might not be long enough to do so.

| (Unless I'm missing something) this was/is mentioned in the associated footnote.

25. page 13, line 10: 10°000, do you mean 10,0007



26.

27.

28.

29.

30.

Yes, thanks.

page 14, line 18: | would add the smoothing RMSE to the numerical study to
muscle it up. Moreover, | noticed that it is often uneasy for colleagues to grasp
that such filter yields better filtering RMSE. | would show both the filtering and
smoothing RMSEs to tell that these methods do both with high accuracy.

We have included plots of the smoothing RMSE, and clarified the distinction to analysis RMSE further in the

text.

Also see the response to P. Sakov’s point 8.

page 14, line 31: You could mention that this is qualitatively if not quantitatively
similar to the deterministic versus stochastic EnKF.

Done, thanks (it was/is also noted in the summary).

Page 14, line 42: "has been subject of" — "has been the subject of".

Done, thanks.

page 14, line 42: "tuning of the step length": what does it mean? | really have no
clue.

Reformulated. Hopefully it makes sense now.

page 15, line 48: This is really reminiscent of the improvement brought about by
Bocquet and Sakov (2012) onto Sakov et al. (2012) in the context of the deter-
ministic IEnKF/IEnKS.

As far as I can tell, avoiding the explicit computation of M; in favour of Y; = M;X, and its computation by
an inverse transform, was already in place (in the deterministic/IEnKS context) in Sakov, Oliver, and Bertino
[2012]. Thus, I believe you're referring to the product (XTX)*XT on line 21 of their algorithm, which was
simplified by Bocquet and Sakov [2012] by the change of variables to w (I also faintly remember a presentation
with an explicit reduction of the product, but I cannot find the source). It is accomplished in the same manner
in our section 3.4, where the papers have now been appropriately cited.

- page 16, line 57: "do not go the length of' — "do not go to the length of".

Changed to “do not venture to”

. page 16, line 63: "prove" — "proves".

Done, thanks.
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